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· SOCIAL LEARNING THEORY

The social learning theory (SLT) suggests that we learn by observing others, not just through direct experience in which the traditional learning theory suggested. We learn the specifics of aggressive behaviours, how often it is enacted, the situations that produce it and the targets towards which it is directed. Children primarily learn their aggressive behaviours through observation – watching the behaviour of role models and then imitating that behaviour.  This goes against Skinner’s operant conditioning theory which claims that direct reinforcement is required. Children also learn about the consequences of their actions by watching others being rewarded or punished (various reinforcement). By observing the consequences of aggressive behaviour for those who use it, a child gradually learns something about what is considered appropriate (and effective) conduct in the world around them. To summarise, the SLT proposes that individuals learn the behaviours (through observation) and they also learn whether and when such behaviours are worth repeating (through vicarious reinforcement).

A major strength of SLT is that, unlike operant conditioning, it can explain aggressive behaviour in the absence of direct reinforcement. For instance, although the “aggressive” group in Bandura’s Bobo doll study behaved more aggressively, at no point were they directly rewarded for any actions, either aggressive or no-aggressive, hence the concept of “vicarious” reinforcement is vital to explain these findings. In addition, Bandura claimed that in order for social learning to take place, the child must form mental representations of events in their social environment.  Bandura suggested that we should distinguish clearly between the acquisition of aggressive responses and the performance of aggressive acts: observation of modelling is sufficient for aggressive behaviour to be learned, but reinforcement is necessary for aggressive acts to be actually performed.

· Bandura et al (1961) 
The study involved children observing aggressive and non-aggressive adult models and then being tested for imitative learning in the absence of the model. The participants were male and female children ranging from three to four years old. The ‘aggressive group’ consisted of a model displaying physical aggressive acts towards a ‘Bobo’ doll e.g. striking it on the head, accompanied by verbal aggression such as saying ‘POW’. Children were subsequently frustrated by toys they were unable to play with which increased their aggressive levels. 
The researchers found that approx. one-third of the children in the aggressive condition repeated the model’s verbal responses while none of the children in the non-aggressive, control group made such remarks. Bandura and his colleagues have shown that children display novel acts of aggressive behaviour which they have acquired simply through observing someone else engaged in these acts - the evidence suggests that children display signs of aggression as a product of observing role models.

 It has been suggested that the study was initially conducted to test learning rather than aggression. This reduces the internal validity as it is not testing what the researcher is intending. It is therefore difficult to draw conclusions.  However, lab studies can control confounding variables but are low in mundane realism 
 The study also appears to have low historical/temporal validity. As societal morals and upbringing evolve over time, the attitudes towards aggressive behaviours will change, so the evidence may be out-dated.  The evidence does not explain how adults learn aggressive behaviours because of the low population validity – the sample is unrepresentative and it is difficult to generalise the findings to whole populations. Consequently, the findings may not be applicable to mature individuals as adults are more aware of the implications of their actions and tend to be angered by different things. 
 It is possible that the children in Bandura’s studies were aware of what was expected of them (demand characteristics). These studies also focus on aggression towards a doll rather than a real person who tends to hit back. In response, Bandura conducted a study to investigate this, but the children proceeded to hit the ‘live’ clown. 

· Phillips (1986)
The researcher found that daily homicide rates in the USA almost always increased in the week following a major boxing match, suggesting that viewers were imitating behaviour they watched and that social learning is evidence in adults as well as children.  This is an advantage because it highlights the applicability of the SLT to other age groups, which makes the theory more reliable.  The findings of this experiment were merely a correlation, therefore it only proves that there may be a relationship between the two co-variables – this is positive in the sense that it avoids ethical issues as no variables are being manipulated, merely measured.  However, the correlation means that it can never be proved that aggression during a boxing match triggers homicide, as the researcher has overlooked confounding variables for instance individual temperaments. 

 An advantage of the SLT is that it can explain differences in aggressive and non-aggressive behaviour both between and within individuals. Differences within individuals can be related to selective reinforcement and context-dependent learning. People respond differently in different situations because they have observed that aggression is rewarded in some situations and not others, i.e. they learn behaviours that are appropriate to particular contexts. 

A limitation associated with research into aggression is that aggression is not operationalized. For instance, we have aggression being measured from hitting a doll to rates of homicide – the researchers have depended on their own conception of what constitutes aggression. This introduces methodological flaws such as lack of reliability within the field, leading to subjective evidence.

On the other hand, SLT can be used to explain cultural differences in aggression. The absence of direct reinforcement of aggression in some cultures such as the Kung San of the Kalahari Desert, as well as the absence of aggressive models means there is little opportunity for motivation for the children to acquire aggressive behaviours.  This goes against the viewpoint that motivation is required for effective social learning. However, it does illustrate context-dependent learning as the situation created by the child-rearing practices has taught the children that aggression is neither reinforced nor punishable. The study conducted is also a natural experiment; therefore the study has high ecological validity and mundane realism as the situation was real and was not manipulated by the experimenter. As it is such a natural situation, there is also a significantly smaller chance of participants responding to demand characteristics.  

· DEINDIVIDUATION THEORY
An individual can become deindividuated when they lose their individuality and identity as a result of being part of a crowd or identifying with a particular role, and therefore start engaging in anti-social behaviour. 
· Le Bon (1986)
Le Bon claimed that in a crowd, individuals are more likely to behave in an antisocial or aggressive manner as a ‘collective mind-set’ is established and the group behave in unity. When individuals are part of such groups, they feel less identifiable which can lead to loss of inhibition as the person is not so constrained by personal or social norms that would normally prevent them from behaving in an aggressive manner. 
People normally refrain from acting in an aggressive manner partly because there are social norms preventing such ‘uncivilised’ behaviour and partly because they are easily identifiable, and therefore can be held accountable for their behaviour. In large crowds, the responsibility of behaviour is diffused and it is more difficult to identify individuals who commit aggressive acts. The individual therefore merges their identity with that of the group and becomes anonymous. 
· Zimbardo (1969) – study on students
Zimbardo claimed that Deindividuation can also occur when individuals escape social disproval and face reduced sense of guilt (a barrier to becoming antisocial) through anonymity. Factors that contribute to Deindividuation include factors that increase anonymity such as wearing a uniform and the size of the group as well as factors that lead to altered states of consciousness such as drugs and alcohol. 
The idea that anonymity increases aggression can be supported by evidence from Zimbardo (1969) who asked groups of four female participants to administer electric shocks to another student. The participants in the Deindividuation conditions were never referred to by name, wore lab coats and hoods to hide their face. However, the participants in the individuated condition wore normal clothes, were introduced to each other by name and given large name tags to wear. The evidence showed that regardless of the description given to participants about whether the learner was ‘honest’, ‘conceited’ or ‘critical’, deindividuated participants shocked the learner for twice as long as the participants in the individuation condition. The findings therefore indicate that aggressive behaviour produced by Deindividuation is indiscriminate – it is not influenced by the characteristics of the individual receiving the aggression.  
 The study was merely a correlational study – this makes it difficult to establish cause and effect from the findings as the researcher has dismissed possible influencing factors such as the temperaments of the participants (individual differences).  Furthermore, the study was conducted on female students – so the sample is unrepresentative because students may possess behaviours different to that of other sub groups. The research creates beta-bias because it suggests that there is no difference in aggression between males and females, whereas previous research has shown that this is not the case (e.g. differences in testosterone levels). This makes it difficult for the researcher to generalise the findings and devise a general statement about the whole population. Students in particular are more likely to use demand characteristics because they are more aware the existence of such research investigations and able to determine the purpose of the study than the average population, due to their critical thinking.
· Deiner (1976) – study on children
On the other hand, Deiner (1976) provided supporting evidence for the theory of Deindividuation and the findings of Zimbardo. Deiner observed that antisocial behaviours (e.g. stealing) were more likely to be performed by children who were in a large group and were wearing clothes that concealed their identity.  Zimbardo’s study was heavily criticised for its low mundane realism and low ecological validity (low external validity) because it was conducted in a laboratory, so confounding variables are often overlooked.  On the contrary, the evidence from Deiner suggests that that theory has high external validity as the effects of Deindividuation are not just observed within experimental situations.
 A drawback of the study conducted by Deiner is that the aggressive behaviour in question was ‘stealing sweets’, which to some may not be a particularly aggressive act but rather one triggered by peer pressure with no aggressive intentions.  It is important for the researcher to operationalize aggressive behaviour before the conducting the research to increase the internal validity – the findings will not be valid if the methodology is flawed.  The validity of observations is also affected by observer bias – what someone observes is influenced by their expectations. This reduces the objectivity of observations which neglects the scientific process. This limitation can be overcome by using more than one observer to reduce bias and averaging data across observers. 
 However, further support for the theory of Deindividuation comes from a meta-analysis of 60 studies. The evidence from this indicated that anonymity to the public (outsiders) was the key factor that influenced the likelihood of aggression. The findings support the idea that loss of public self-awareness is a major factor which determines the likelihood that Deindividuation will lead to antisocial behaviour, although it was also shown that loss of identity does not always lead to displays of aggression, suggesting that the findings are inconclusive.  Critics may question the validity of conducting meta-analyses because it may introduce bias – the researcher selecting specific studies to influence the findings in their favour. 
The theory has been criticised as most of the evidence stems from research conducted under controlled lab experiments, where the participants were asked to perform actions that were unlikely to occur in real life. It may be argued that such studies lack mundane realism and ecological validity – the behaviour is performed depending on the context of the situation. 
· Rehm (1987)  
 However, the issue of low ecological validity was addressed by Rehm (1987) who conducted research into real life displays of aggression shown by 11 year olds in sport, where only half of the players in each team were made to wear a uniform. The research indicated that the uniformed teams displayed more aggressive acts than the non-uniformed teams, although this effect was only apparent for boys teams, no difference in aggressive acts were displayed by members of the female teams. Thus the evidence suggests that males may be more prone to disinhibition of aggressive behaviour when deindividuated, than females.
The findings indicate that the Deindividuation theory displays gender bias because the theory assumes males and females will be affected by crowd behaviour in the same way, although the further evidence would suggest this is not true. From a biological perspective, reasons for the gender differences shown by Rehm’s research can be attributed to male team members having higher levels of the male hormone testosterone which research has shown to contribute to displays of aggression.
· Watson (1973) – warriors in 23 cultures
However, cross-cultural research has indicated the universal nature of Deindividuation. Watson collected data on warriors in 23 cultures and found that warriors who conceal their identity in conflict situations were more aggressive than those who were identifiable. The evidence therefore suggests that the aggression that results from the reduction of personal identity may be genetically determined which may have evolved because fitness in males was directly related to their ability to provide and protect their family, so aggressiveness would have been an adaptive behaviour. 
 Theory is deterministic because it suggests that we do not act aggressively out of choice (free will) but because we are deindividualised. Another limitation of the theory is that it also doesn’t provide an explanation as to why we act aggressively when we are alone. A further drawback is its reductionist approach – it doesn’t take nature into consideration, such as neural pathways and genetics.
· NEUROTRANSMITTERS
The biological models assume that aggression is located within the biological make-up of the individual rather than in the environment they are in (nature rather than nurture). Neurotransmitters are chemicals that enable impulses within the brain to be transmitted from one area of the brain to another. Serotonin is a neurotransmitter than is thought to reduce aggression by inhibiting responses to emotional stimuli that might otherwise lead to an aggressive response. Low levels of serotonin in the brain have been associated with an increased susceptibility to impulsive behaviour, aggression, and even violent suicide (as shown in clinically depressed individuals).
· Mann et al (1990)
Mann et al gave 35 healthy subjects dexfenfluramine which is known to deplete serotonin. Using questionnaires to assess hostility and aggressiveness, they found that dexfenfluramine treatment in males (but not females) was associated with an increase in hostility and aggressive scores.  Although questionnaires have the advantage of directly assessing what people think and feel (in contrast to observations which attempt to ‘guess’ feelings through behaviour), they are also prone to social desirability and subjectivity. For instance, a reason for the findings may be due to males wanting to appear more “tough” to fit perceived social norms and women tend to be more subtle. This neglects the role of science which is to collect empirical and subjective data.
· Raleigh et al. (1991)
On the other hand, Raleigh et al have added support for the importance of serotonin in aggressive behaviour in a study of vervet monkeys. They found that individuals fed on experimental diets high in tryptophan (which increases serotonin levels in the brain) exhibited decreased levels of aggression. Individuals fed in diets that were low in tryptophan exhibited increased aggressive behaviour, suggesting that the difference in aggression could be attributed to their serotonin levels.  However, the study was conducted on animals, so it is difficult to apply the evidence to humans due to physiological differences, although Mann et al found the same outcome in human participants.  Furthermore, the research can be criticised for abusing animal welfare standards because the neurochemical changes could cause permanent damage – for instance, increased serotonin in the synaptic cleft could reduce postsynaptic receptors so when serotonin levels are restored to normal, it could trigger emotional complications, hence psychological harm. This can be justified if it increases greater good.
Although the link between high levels of dopamine and aggressive behaviour is not as well established as with serotonin, there is some evidence to suggest that such a link exists. Supporting evidence comes from amphetamines (which increase dopamine activity) and their association with increased aggressive behaviour. Similarly, antipsychotics that reduce dopamine activity in the brain have been shown to reduce aggressive behaviour in violent criminals.  The evidence indicates a relationship between the co-variables (dopamine and aggression), although the research is fairly inconclusive about the causal role of dopamine in aggression- recent research suggests that its influence might be as a consequence instead. 
· Couppis and Kennedy (2008) – mice reward pathway
Couppis and Kennedy found that in mice, a reward pathway in the brain becomes engaged in response to an aggressive event and that dopamine is involved as a positive reinforcer in this pathway. This suggests that individuals will intentially seek out an aggressive encounter solely because they experience a rewarding sensation from it.  However, a meta-analysis of 29 studies found no significant rise or fall in dopamine levels in individuals described as being ‘aggressive’ – the research is therefore inconclusive and we are unable to come to a valid conclusion about the relationship between dopamine and aggression.
The meta-analysis however found support for the relationship between serotonin and aggression. Reduced levels of serotonin were found particularly in suicidal patients suggesting that serotonin depletion does indeed lead to impulsive behaviour as found by many other researchers.
This biological approach may be a better explanation for aggression than say, Deindividuation theory because it identifies neural pathways and looks deeper into behaviour through a molecular level. However, looking at behaviour from a physiological perspective may be a reductionist approach because we are ignoring cognitive and social influences – it may be better to take an interactionalist approach; nature (biology) interacts with nurture (the environment). However this may still be seen as deterministic which can have implications for the judicial system. Maybe the judicial system needs to rethink its approach, realise that few people choose or aim to be rapists and murderers and that in fact we should be looking at the cause and trying to reverse it rather than making moral judgements. It could be argued, however, that the current system although not morally fair, works through conditioning to reduce aggression in society.
· HORMONAL MECHANISMS
The male hormone testosterone is thought to influence aggression from young adulthood onwards due to its action on brain areas involved in controlling aggression. Men and women produce testosterone, but men produce more testosterone than women. Psychologists have conducted research to find out if testosterone is linked to aggression and if higher levels of testosterone are linked to higher levels of aggression. There is a correlation between age and aggression in males; young males commit more aggressive crimes than older males. Testosterone levels decline as males get older and some psychologists have tried to find a link between the level of testosterone and aggression.
· Dabbs et al (1987) – salivary testosterone 
Dabbs et al measured salivary testosterone in violent and non-violent criminals. Those with the highest testosterone levels had a history of primarily violent crimes, whereas those with the lowest levels had committed only non-violent crimes. This suggests that there may be a relationship between testosterone and aggression – however, it is only correlational; we do not know whether high levels of testosterone cause aggression or whether testosterone is a product of aggressive behaviour. One way of investigating this causal effect is looking at those individuals who have undergone a sex change operation. A Dutch psychologist found that women changing to men who got testosterone injections, behaved more aggressively after their sex change and men changing to women who received testosterone suppressants behaved less aggressively. This indicates a causal relationship between testosterone and aggression as there is a clear “before and after” effect.  However, sceptics have claimed that aggression levels may have been consciously altered by the individuals to fit in with their ‘new’ gender role, rather than as a result of testosterone activity.  Furthermore, many have claimed that despite many studies showing a positive correlation between testosterone and aggression, other studies find no such relationship, particularly those that have compared testosterone levels of aggressive and less aggressive individual. Another drawback of research into testosterone and aggression is the small and unrepresentative samples of men within prisons involved, using either self-report measures of aggression or judgements based solely on the severity of the crime committed. This is problematic because it is suggestive of subjective evidence and this neglects the role of science which is to obtain empirical data. 
· Kouri et al (1995)

On the other hand, supporting evidence comes from Kouri et al (1995) who conducted an experiment. Two groups of young men were either given testosterone or a placebo or told to play a game with an opponent where they could press a button and reduce the amount of cash they received. They were told that their opponent was going to press their button to reduce the amount they would win. The group that received more testosterone pushed the button more. This is evidence that testosterone does have an influence on aggression and that higher levels of aggression do increase anti-social behavior.  However, it can be criticized that such laboratory studies lack mundane realism and ecological validity, as the participants were made to perform tasks that are unlikely to occur in real life, so it is difficult to generalise the evidence to other settings as it can be specific to context. 

· Bain et al (1987)  - no link between testosterone and aggression

 However, other research has found no link between testosterone and aggression. 
Bain et al (1987) found no relationship between levels of testosterone and aggression in men convicted of aggressive crimes and men convicted of non-aggressive crimes. Furthermore some research has found that testosterone can actually have a positive effect, so the research appears to be inconclusive, and even those studies that have found a positive correlation (e.g Archer et al, Brook et al) have only found a very weak positive correlation.
Some psychologists claim to have found a link between aggression and the hormone Cortisol. The evolutionary approach argues that men and women have evolved different hormonal mechanisms in response to threat, a different type of stress response. Men have evolved a 'fight flight' stress response, women have evolved a 'tend and befriend' stress response. Cortisol is an important hormone released during the stress response.
· Tennes (1985) – negative correlation between Cortisol and aggression

Some studies have found that low levels of Cortisol are linked to aggression. For example Tennes (1985) found a negative correlation between levels of Cortisol and aggression in school children. 
Further supporting evidence comes from a study which found that there was a relationship between testosterone and Cortisol (participants with high levels of testosterone and low levels of Cortisol).
 However, the link between low levels of Cortisol and aggression has not been supported by other studies and some studies have even found the opposite. This suggests that the evidence for Cortisol influence on aggression is also inconclusive so we are unable to come to a valid conclusion due to uncertainty (lack of supporting evidence).

Most studies concerned with testosterone and aggression have involved male participants which creates gender beta-bias in the findings because the researcher ignore the differences assume men and women are affected in the same way – we cannot generalise the findings to women because they are unrepresentative. Recent studies indicate that women may also respond to challenging situations with increased aggressiveness and dominance.
· Eisenegger et al (2009) – no difference

However, a study conducted by Eisenegger et al (2009) at the University of Zurich disagrees with the findings. He gave one group of women testosterone and another group of women a placebo and found that the women given the testosterone made higher cash rewards to the other player. This was interpreted as evidence that testosterone did not increase levels of anti-social behavior and aggression. The psychologists concluded that cognitive processes, what we think about the effect of testosterone on behavior, and social factors had a greater influence on aggressive behavior because women who believed they were given the testosterone behaved more unfairly and gave lower cash offer in the game. This suggests that nurture not nature plays an important role in aggression, that men may believe that they are more aggressive than women and act accordingly. Bandura would argue that men learn their behavior from male role models and if that culture has aggressive male role models then boys will grow up to be aggressive as well, they are not innately aggressive as evolutionary psychologists would argue.

This biological approach may be a better explanation for aggression than say, Deindividuation theory because it attempts to identify responsible hormones and looks deeper into behaviour through a molecular level. However, looking at behaviour from a physiological perspective may be a reductionist approach because we are ignoring cognitive and social influences – it may be better to take an interactionalist approach; nature (biology) interacts with nurture (the environment). However this may still be seen as deterministic which can have implications for the judicial system.
· EVOLUTIONARY: INFEDILITY AND JEALOUSY 
According to evolutionary explanations of human aggression the process of natural and sexual selection has led to the development of neural mechanisms that cause humans to be aggressive. Evolutionary psychologists argue that the challenges faced by our ancestors in the environment of evolutionary adaptation not only led to physical change but also to psychological change. Some types of behavior would have contributed to the survival of an individual and also contributed to the survival of offspring. These behaviors would be inherited by offspring and the process of natural selection would ensure their inheritance by future generations. For example, Buss (2005) argues that there was conflict in our evolutionary past over resources and romantic partners and aggression, including murder, is an adaptive response to this conflict. Evolutionary psychologists also argue that the different roles played by males and females in the reproductive process presented males and females with different challenges and led to the evolution of different neural mechanisms and different innate responses to infidelity and jealousy. Men have evolved to have sex with as many women as possible and produce as many offspring as possible because they produce sperm and are able to have a potentially unlimited number of children, women have evolved to be much more selective in who they mate with because they produce a limited number of eggs and can have a limited number of offspring. Women look for signs of good genes and the ability to protect and resource offspring in men. Men look for youth, good health and child bearing capacity in women. This has led to the evolution of different psychological as well as physical adaptations in men and men have evolved to be more aggressive than women. This has important implications for the nature nurture debate. Men are innately more aggressive than women and some forms of aggression are evolved adaptations to the different problems faced by men and women in our evolutionary past. Male aggression towards women and male aggression towards other men has nothing to do with social learning, or the cultural environment. Murder is an adaptation and aggression towards women is an innate response to the threat of cuckoldry. 

· Daly and Wilson (1998)

For example, according to Daly and Wilson (1988) males can never know if they are the biological father of their offspring. Given that evolutionary theory suggests that males have evolved to mate with as many females as possible and produce as many offspring as possible to spread their genes through the gene pool making sure that they are the biological father of any offspring invested in is of major importance to males. Raising offspring with different genes would cost the male a great deal in resources and lost mating opportunities. In order to deal with this problem Daly and Wilson argue that males have evolved to respond aggressively to the possibility of infidelity and to be more sensitive to sexual jealousy than females. They have evolved a number of mate retention strategies to prevent their mate from having sex with other men. These include 'vigilance', keeping an eye on what their mate is doing and who they are talking to and 'direct guarding', restricting their partner’s movements, and controlling her behavior when she goes out and controlling who she sees. This adaptation to the threat of raising another male’s offspring can also lead to extreme aggression including rape and murder. The 'cuckoldry risk hypothesis' suggests that men have evolved innate responses to the possibility of infidelity which can include rape. This has been used to explain the common finding that men are more sensitive to sexual infidelity than women and women are more sensitive to emotional infidelity than men. 

· Dobash and Dobash (1984)

Dobash and Dobash (1984) found that the victims of domestic abuse identified sexual jealousy as a major reason for the violent aggression they experienced. Other research has found that women who reported that their male partners used "direct guarding' as a mate retention strategy, 72% had been physically assaulted by their partner. 

· Shackleford et al (2005) 

Furthermore, Shackelford et al (2005) conducted a correlational analysis to investigate the relationship between evolved mate retention strategies and aggression. They found a positive correlation between 'direct guarding' as a mate retention strategy and violence towards the female partner. This is clear support for the idea that men have evolved to respond aggressively to the threat of sexual infidelity and to be more sensitive to sexual jealousy.

 However, the Shackleford et al study was a correlational analysis and we cannot conclude that there is a causal relationship between 'direct guarding' as a mate retention strategy and extreme aggression towards women. There are further problems with research that has found a relationship between sexual jealousy and evolved mate retention strategies and aggression towards women. Buss and Shackelford (1997) found that many men do not respond to sexual jealousy with 'direct guarding' as a mate retention strategy or with aggression. They found a variety of responses to sexual jealousy and infidelity including avoiding the issue and getting drunk and trying to keep their partner by meeting all their demands however extreme.  If evolutionary explanations of aggressive responses to infidelity and sexual jealousy are correct, they are innate, then we would expect all men to respond to these threats in the same way. This is clearly not the case.

· EVOLUTIONARY: HOMICIDE

According to evolutionary explanations another type of human aggression, murder, evolved to solve a number of common problems in our evolutionary past. 

· Homicide Adaptation Theory 
 
Homicide Adaptation Theory (Buss, 2005) argues that murder evolved as an innate behavior to protect the individual from attacks from other people, to protect mates and offspring and to protect resources. Murder also evolved to maintain the status of individuals in small hunter-gatherer groups and to ensure that other potentially hostile individuals did not take advantage of someone seen as weak and take mates or resources. Buss uses homicide adaptation theory to explain the finding that murder happens in all cultures that men commit the majority of murders, and it is men that mainly attack and kill women. This is important for an evolutionary explanation of extreme aggression like murder. If this has evolved as an adaptive behavior, and is an innate behavior because it effectively solved a common series of problems in our evolutionary past then murder should be found in all cultures at all times. The evidence suggests that murder is common to all cultures and even cultures such as the so called peaceful Kung San of the Kalahari have a murder rate which is higher than the U.S. (Lee, 1984). This is support for an evolutionary explanation of murder. 

Daly and Wilson (1988) also analyzed murder statistics in the U.S. and found that the majority of murder is committed by men and men kill for specific reasons. Men kill men who are seen as sexual rivals and men who threaten their status. Research also found that men who were unemployed and lacked resources were more likely to commit murder. Daly and Wilson argue that this is because males with resources are attractive to women and males who are seen by women as dominant and capable of providing resources are more likely to mate and reproduce. Daly and Wilson suggest that threats to status in our evolutionary past would have a significant impact on our ancestors ability to attract a mate and reproduce and therefore men evolved psychological mechanisms to protect their status and access to resources. Murder today is an innate evolved response to threats to mates, resources and status. They back up this evolutionary explanation by pointing to statistics that show the majority of murders are committed by young males who are at the peak of their reproductive fitness, by men who are unemployed, and men who felt their reputation had been undermined.

· GROUP DISPLAY AS AN ADAPTIVE RESPONSE
There are two types of explanation for group displays of aggression. The first focuses on the individual, suggesting that group displays of aggression are caused by a combination of individuals. For example, Convergence Theory suggests that like-minded people converge in one spot and thus you get collective aggression. This might easily be seen in the lynching of black people in the south, where angry racist farmers converged in order to be a more powerful group against black individuals. This theory was extended by Turner et al into Emergent Norm Theory, in which the converged individuals look to others in the group for what is the accepted behaviour and thus this behaviour is amplified. For example, if a football fan throws a chair, others will spot this behaviour as it stands out and thus also throw chairs creating a group norm of football fans throwing chairs. These kinds of theories work well to explain groups who have a shared ideology (e.g. the KKK or Liverpool fans) but find it more difficult to explain mobs of very diverse citizens.

The second group of theories attempt to explain group displays of aggression in terms of contextual factors. Fraternal Deprivation theory suggests that if a group feels relatively deprived either in comparison to another group (for example, aristocracy) or in comparison to the way their own group used to be (for example whites during lynchings) then this creates a state of perceived deprivation. The amount of social discontent is proportional to the size of the deprivation and also to the size of anger and response. This can be used to explain lynching in the USA which increased inordinately during the depression. As the whites felt more deprived their discontent increased resulting in group displays of aggression towards the out group, the blacks.

This can be further developed by looking at what the contextual triggers are. Smelser suggested the Value Added Theory which suggests there are 6 situational stages that start group aggression. These include factors such as structural strain where factors in society aren’t working well, and precipitating factors, such as a famous case or passing of a new law. For example, the case of Sam Holt in Georgia in which his murder of a white man sparked a lynching with 2000 people. Smesler also notes the part the government can play; for example, the final stage for group aggression is the reaction of the state (e.g. police intervention). This can often spark an aggressive response in a discontented crowd.

These theories seem to split into two group; those that suggest that group aggression is caused by factors within the group and those that suggest that group aggression is caused by social context . It seems likely that in fact group aggression is due to not one factor but a combination of factors both within and outside of the group and to suggest it’s just one cause is reductionist. For example, it is clear that the Neo-Nazi movement attracts certain individuals who have particular beliefs about race and radical solutions. However, it seems also likely that the size of groups such as this will grow and fall with situational factors, such as relative deprivation. For example, there has been a growth in the BNP in the last 5 years perhaps in line with increased feelings of social danger and the recent recession. In order to understand complex behaviour like group aggression, it important to take a multi-faceted approach.

Secondly, there are issues of free will in this area. Context based theories suggest that sociological factors spark group aggression in the populace. Sometimes this aggression becomes extreme to the point of the Rwandan Genocide. If social psychologists are right about the deterministic nature of the situational forces, is it legitimate to hold individuals responsible for their actions. In fact many cultures have implicitly accepted the relative nature of responsibility in this arena and rather than punishing perpetrators have preferred truth and reconciliation approaches (such as that used in South Africa and Chile).

There are methodological problems with trying to study areas such as this. Firstly, there is a debate over whether this is really the terrain of sociologists rather than psychologists. Secondly, most of the theories are based on uncontrolled historical analyses rather than proper experiments. Studies such as that by Zimbardo can start to give indicators about the impact group identity has on unleashing aggressive behaviour. However, ethical constraints prevent psychologists from really testing the effect various factors have on group aggression. Instead it seems that psychologists speculate theories which governments occasionally try to implement (For example, training riot police to not aggravate group aggression) and then review the impact.

Finally, it is interesting to consider whether there is an evolutionary role in group aggression. Given that these kinds of displays can be seen in tribes such as the Maasai through to modern western football riots it seems likely that this is in some ways a natural human behaviour. Social psychologists such as Tajfel have talked about human’s natural instinct to try and build the group identity and discriminate against the out-group as a means of increasing ones social identity. It seems likely that humans are essentially a pack animal, and that given the right situational factors it is in our interests to align with a group in order to achieve dominance.

· GENETIC FACTORS IN AGGRESSIVE BEHAVIOUR
The biological approach for aggression includes the belief that the propensity for aggressive behaviour lies in an individual's genetic make-up. Trying to determine the influence of genetics in fuelling aggressive acts is essentially a question of nurture versus nurture (is the aggression the outcome of nature, nurture or both?). Researchers have employed a variety of techniques, including twin and adoption studies, studies of individual genes and studies of violent populations to investigate the role of genetics in aggression.

Monozygotic (identical) twins share all of their genes, while dizygotic (non-identical) twins share only 50 per cent.  In twin studies, researchers compare the degree of similarity for a particular trait (such as aggression) between sets of monozygotic twins (MZ) to the similarity between sets of dizygotic twins (DZ). If the MZ twins are more alike in terms of their aggressive behaviour then this should be due to genes as both sets of twins share the same environment. Adoption studies can help us untangle the relative contribution of environment and heredity. Positive correlation found between adopted children and their biological parents - then we can imply a genetic effect. If positive correlation found between adopted children and rearing family then we can attribute an environmental influence.  However, it has been argued that twin studies are not always a valid technique, for instance, the twins may develop different personalities to be less like each other – this is a problem because it makes the findings subjective and neglects the role of science which is to obtain empirical data. 

 Furthermore, another aspect of such a methodological technique has been criticised. For instance, the researchers must take into consideration the age the children were when they were adopted as the proximity to the biological parents can have substantial environmental influence.  For instance, the older the age of adoption, the more influence the biological parents have on the child's upbringing. If the children are adopted at different ages, then it may be a threat to its internal validity as it is not standardised. 

 Research has not yet been able to identify a specific gene responsible for aggression in humans.  However, a gene responsible for producing a protein called monoamine oxidase A (MAOA) has been associated with aggressive behaviour. MAOA regulates the metabolism of serotonin in the brain, and low levels of serotonin are associated with impulsive and aggressive behaviours. The link between genetic make-up and aggressive behaviour has been demonstrated by a study of a Dutch family. Researchers demonstrated that many of its male members were involved in criminal acts such as rape and arson. These men were found to have abnormally low levels of MAOA in their bodies and a defective gene was later identified. Although the conclusions do support the genetic approach, the findings are clearly correlational and thus a causal link has not yet been established.  In addition, such studies have been criticised for focusing on individuals convicting violent crimes. Surely, if aggression is determined by our genetic make-up, we should expect habitual aggressiveness, rather than a one-off violent crime. 

 Furthermore, a common criticism of research into aggression is the researcher’s inability to distinguish between violent and non-violent crimes, which make it problematic to pinpoint aggressive violence – the researcher relies on their own conception of what constitutes aggressive behaviour.   Another limitation of this study is the similar environmental in which the family was exposed to.  It is difficult to determine whether the aggression was solely the outcome of genetic or environmental influences. 

On the other hand, supporting evidence comes from a study on 500 male children by Caspi et al, who have demonstrated supporting evidence for the link between MAOA and aggressive behaviour.  These studies highlight the interaction between genetics and neurochemical factors in maintaining aggressive behaviour, due to the relationship the genes possesses with the neurotransmitter serotonin. 
 
 Other backing evidence comes from researchers who have discovered a variant of the gene associated with high levels of MAOA and a variant associated with low levels. Those who had low levels of MAOA were more likely to display aggressive behaviour only if they were mistreated as a child.  This shows that there is an interaction between genes and the environment that determines behaviours such as aggression.  However, it is not clear to what extent the children were mistreated and since the study focused on young boys; there is clear androcentric bias in the findings. From a biological perspective, males show more displays of aggression than females due to hormonal differences such as testosterone.  The conclusions draw cannot therefore be generalised to the female community.  Others would argue that the boys have not yet reached the stage of puberty, thus are not physiologically developed in hormonal terms. This low population validity makes it difficult to make general statements about the whole population, as the sample is clearly unrepresentative 

However, further support for the gene-environment interaction has been demonstrated by adoption studies which have demonstrated that the highest rates of criminal violence in adopted children occur when both biological and adoptive behaviours have a history of violent crimes, indicating a nature/nurture interaction  However, others (Brennan, 1993) have found that these genetic influences were significant in cases of property crime but not in cases of violent crime.  This further illustrates the importance of distinguishing between crimes.  The findings are also suggestive of the influence of personality characteristics in aggressive behaviour.  

· Miley and Carey – meta-analysis of 24 twin studies

 Other research has highlighted the importance of factors such as age in the genetic basis of aggression.  For instance, Miles and Carey conducted a meta-analysis of 24 twin studies and found that genetics was responsible for 50 per cent of the variance in aggression.  Age differences were found to be notably important with both genes and family environment being influential.  The evidence suggests that although genetic factors do play a significant part in the development of aggressive behaviours, the influence of other factors affect their expression.  This is supported by the diathesis-stress model which claims that genes are 'switched on' by environmental stimuli - hence illustrating the gene-environment interaction.  However, sceptics have pointed out the bias involved in meta-analyses studies as the researcher may select specific studies to influence the findings in their favour, however, others argue that they provide a good way of summarising the results and hence give us an accurate overall view of genetic influences.  It has been criticised that the methodological techniques used lacks reliability. Those that made observational rating show less genetic influence and greater environmental effects. Those using parental or self-reports show the opposite – so the findings appear to be inconclusive. 

 There are numerous drawbacks of the genetic approach to studying addictive behaviours. For example, there is normally more than one gene responsible for a given behaviour and aggression is therefore polygenic.  This introduces difficulty in attempting to reduce a complex phenomenon such as aggression into a simple correlation. It is worthwhile to consider environmental factors as these are inevitably involved in initiating aggressive acts such as parental conflict.  However, similar to the SLT, the biological approach is successful in explaining individual differences because everyone’s DNA is unique so differences in aggression levels are inevitable. 

 However, sceptics have questioned the deterministic nature of the conclusions drawn. The approach neglects the role of free will when partaking in aggressive acts and suggests that do not act aggressively out of choice, but because we have been pre-determined by our genetic make-up.  Others have opposed this argument by suggesting that genes only predispose us to behave in certain ways, but this does not dictate what we do.  Research into aggression has also introduced ethical issues. The research suggests that certain individuals are capable of committing crimes of aggression – which could have implications for the judicial system and eugenics. 

 In addition, a major drawback of research into genetics is the inability to distinguish between the environment and genes. For example, the environment may ‘switch’ your genes ‘on’ or ‘off’, but behaviour (expressed by genetics) will also affect your environment (for instance, others around you and the immediate biological environment). Furthermore, genes are chemically altered as we grow older, so they are not a fixed blueprint. This imposes major threats to the approach’s validity and the SLT may be a better alternative in explaining aggression as it doesn’t ignore genetic influence (genetics may predispose us, but we observe behaviour that is expressed) and takes into consideration cognitive and social influences so is less reductionist.UNIT 3
A2 Psychology
 

Biological rhythms and Sleep



· ULTRADIAN RHYTHMS

Ultradian rhythms are those that span less than a day. Sleep/wake cycle follows a circadian rhythm and within the sleep portion of this cycle another the ultradian rhythm is present, which are the 5 stages of sleep. The first four stages are NREM sleep (non-rapid eye movement). The fifth stage is REM sleep (rapid eye movement) so called because of the accompanying eye movements beneath the eyelid. One sleep cycle goes through all the five stages and lasts about 90 minutes. Stages 1 and 2 are shallow sleep, characterised by changes in brain electrical activity. The awake brain produces a typical pattern called a beta wave. As you become relaxed, the wave becomes slower and more regular with a greater wave frequency. This is called an alpha wave. As you go to sleep, the waves become even slower - greater wave frequency (sleep spindles) and greater wave amplitudes (K complexes) - this is known as the theta wave and is accompanied by a burst in brain activity. Stages 3 and four are also known as SWS (sleep-wave sleep). In this stage it is very difficult to wake someone up, although they aren't unconscious. In deep sleep (SWS) most of the body's physiological 'repair work' is undertaken and important biochemical processes such as the production of growth hormones. REM sleep is characterised by fast, synchronised waves resembling those of the awake brain. The sleep stages continue into the night, with SWS periods becoming shorter and REM periods becoming longer. 

Some research has found evidence for REM sleep to be responsible for dreaming. Dement and Kleitman demonstrated this link. They woke participants at times when their brain waves were characteristic of REM sleep and found that participants were highly likely to report dreaming.  However, they also found that dreams were also recorded outside REM sleep.  Furthermore, the methodology lacks scientific objectivity, as the researcher relied on the participants' response which may not have been entirely accurate. This makes it a threat to its internal validity…
 On the other hand, the findings are supported by other researchers who suggest that dreams are psychological read-outs of the random electrical brain activity in REM sleep. The evidence of these findings suggest that REM sleep is not entirely responsible for dreaming as it was evident in non REM sleep and that such theories of dreaming are based on erroneous assumptions that high REM brain activity must indicate dreaming. As the research is inconclusive, we are unable to come to a valid conclusion.  The biological approach provides a greater explanation for of human behaviours in terms of structures in the brain. However, human behaviour is much more complex than this as people can control biologically determined behaviours by the choices they make i.e. we have free will.
 
Basic rest-activity cycle
Friedman and Fischer (1967) - observed eating and drinking behaviour in psychiatric patients and found clear evidence for the 90-minute cycle.  This suggests that sleep stages are part of a continuum - a 90-minute cycle that occurs throughout the day within the circadian rhythm. However, the sample of psychiatric patients may not be representative as these groups of people may possess different cognitive abilities to 'regular' individuals. The low population validity makes it difficult to make general statements about whole populations because the sample is unrepresentative.

· INFRADIAN AND CIRCANNUAL RHYTHMS
Infradian rhythms are those that span more than a day, but less than a year. The most obvious example is the human female menstrual cycle, which is driven by fluctuating hormone levels. The function of the menstrual cycle is to control ovulation. The pituitary gland releases two hormones - FSH (follicle stimulating hormone) and LH (luteinising hormone) which stimulate a follicle in one ovary to ripen an egg and also triggers the release of the female hormone oestrogen. When the egg is ripened, the raptured follicle releases progesterone which increases blood supply to the lining of the womb and thus prepares the female body for pregnancy. If 2 weeks after ovulation no pregnancy occurs, progesterone levels decrease which cause the lining of the womb to shed.

A less well-known infradian rhythm is that affecting the male gender. A study monitored the body temperature and alertness of 21 males and found evidence for a circadian rhythm in males. This suggests that infradian rhythms are present in both genders.  However, a drawback of this study is its low sample, which may not be representative of the whole population.  Furthermore, changes in temperature and alertness may be triggered by exogenous zeitgebers such as climate.  For instance, climate can affects both core body temperature and physiological arousal.  This is problematic as it does not give the researchers the ability to make universal statements about this particular infradian rhythm as climate varies depending where you are.

 As a consequence of individual differences, a better alternative to take an idiographic approach (where behaviours are studied individually) rather than the nomothetic approach (where the researchers seek to make general statements about whole populations).  This may provide a better understanding of infradian rhythms as all extraneous variables are considered.  An independent groups design with a control group may have been favourable as it enables the researchers to make comparisons between male and female infradian rhythms, thus concluding whether this rhythm is evidence in one or both genders.

The menstrual cycle is governed by an endogenous system; the release of hormones under the control of the pituitary gland. However, research has demonstrated that it can also be controlled by exogenous cues. Research has shown that when several women live together and no not take oral contraceptives, they tend to menstruate at the same time every month.  Supporting evidence comes from Russell et al. who found that the female participants' menstrual cycle became synchronised with their individual odour donor. 
 This suggests that the synchronisation of menstrual cycles can be affected by external cues such as pheromones- chemicals which are released in, for e.g., sweat.  Pheromones act like hormones but have an affect on the bodies of people close by rather than those of the person producing them.  The evidence also indicates that infradian rhythms can be influenced by exogenous zeitgebers.  Sceptics have questioned the conclusions draws, by suggesting that on a statistical ground alone, periods will overlap for a significant amount of time in women with slightly different cycle lengths.  Furthermore, no such pheromones have been identified and chemists have failed to devise its structure, thus challenging the existence of menstrual synchrony. 

A consequence of the menstrual cycle is premenstrual syndrome (PMS) which is a disorder that affects many women during the week before menstruation begins. Symptoms include acne, mood swings, fatigue and insomnia. We now know that PMS is a physiological problems with psychological symptoms.  However, many have likened PMS to a mental disorder so individuals should not be held accountable for their actions. However, this may be considered to be a deterministic approach as it suggests that our actions are determined by a mental disorder; however we have free will not to express those behaviours. This illustrates the common criticism of the biological approach which is reductionism. Many believe that the biological approach reduces a complex phenomenon into a simple correlation - extraneous variables have been ignored which is a problem because we have the ability to control biologically determined behaviour.

This viewpoint may be challenged by the case study conducted by Reinberg who found that a women's menstrual cycle shortened to 25.7 in dim lighting conditions.  This suggests that the menstrual cycle can be entrained by exogenous zeitgebers such as light and that the cycle is not exactly 1 month in duration.  However, the study is correlational and we cannot establish cause and effect from the findings.  For instance, it is not clear whether the change was the outcome of dim lighting or changes in diet, as the women was living in a cave. Furthermore, it does not necessarily imply that the same will occur in other women. 

Some people suffer from a depressive condition called seasonal affective disorder (SAD), which is a circannual rhythm (occurs annually). Sufferers experience depression with the onset of winter and sometimes mania when days start to lengthen. It has been suggested that there is winter SAD and summer SAD. People with SAD believed to have disturbance in their biological clock so that this clock runs more slowly in winter, affecting their sleep-wake cycle, hormone levels and so on. Bright light (phototherapy) may help to reset the clock and restore normal function. Research studies have shown that the hormones melatonin and serotonin are secreted when it is dark (by the pineal gland); the more darkness the more serotonin. It is believed that this imbalance may be the cause of chronic depression. It has been suggested that SAD may not be a natural outcome of infradian rhythm, but alternatively it could be a consequence of disrupted circadian rhythm - the symptoms may be similar to that of jet lag. 

· ENDOGENOUS PACEMAKERS
The suprachiasmatic nucleus (SCN) is thought to be the main endogenous pacemaker. The SCN is located in the hypothalamus just above the optic chiasm. The SCN obtains information on light from the optic nerve, even when our eyes are shut as light penetrates the eyelids. Special photoreceptors in the eye pick up light signals and carry them to the SCN. If our endogenous clock is running slow, the morning light shifts the clock ahead so that the rhythm is in sync with the outside world. Our circadian rhythms are therefore entrained by the light. Each SCN is actually a pair of structures, one in each hemisphere of the brain, and each of these is divided into a ventral and dorsal SCN. The ventral SCN is relatively quickly reset by external cues, whereas the dorsal SCN is much less affected by light and therefore more resistant to being reset.

· Morgan (1995)  -mutant mice
Many researchers have attempted to demonstrate the role of SCN as an endogenous pacemaker. In a study conducted by Morgan (1995), ‘mutant’ hamsters were bred to have circadian rhythms of 20 hours and their SCNs were then transplanted into normal hamsters.  The researcher found that the normal hamsters adopted the 20 hour cycle, suggesting that SCN regulates the circadian rhythm of these hamsters.  However, the study has been criticised because the findings may not be generalizable to humans, due to physiological differences. Furthermore, circadian rhythms in humans are more complex due to the role of free will and a variety of endogenous zeitgebers such as exposure to artificial lighting. 
· Patricia LeCoursey  (2000) – 30 chipmunks
However, supporting evidence comes from LeCoursey et al who destroyed the SCN in 30 chipmunks and then returned them to their natural habitat. They were then observed alongside chipmunks whose SCN remained intact. It was found that the SCN-lesioned chipmunks were much more active at night than the normal, control group of chipmunks, putting them at risk from nocturnal predators. In fact, after 80 days, a significantly higher number of lesioned chipmunks had been killed by weasels in comparison to the control group. The research suggests that with no SCN, there is no internal mechanism to govern the circadian rhythm. This highlights the importance of the SCN as an endogenous zeitgeber.  However, it has been argued that the process of removing the SCN may have caused damage to the surrounding area of the brain (for instance, areas associated with vigilance and consciousness), triggering a difference in the circadian rhythm. Consequently, we cannot conclude that the change to the circadian rhythm is the outcome of removing the SCN.  Furthermore, the unethical use of invasive techniques can be heavily criticised because of the permanent damage caused to the mice and the stress experienced may have abused animal welfare standards.  Even so, it can be argued that animal research is justified because it provides us with greater understanding of endogenous pacemakers which could help us find a cure for sleep disorders such as insomnia, which increases the greater good (philosophy of utilitarianism). 
Other endogenous pacemakers identified have been the pineal gland and melatonin. The pineal gland is an endocrine gland (secretes hormones) and contains light sensitive cells, which receive signals from the SCN. When light is sensed, the production of melatonin in the pineal gland is inhibited. Melatonin induces sleep. 
· Moyer et al - Lizards
The importance of the pineal gland has been demonstrated by Moyer et al who demonstrated that if the pineal gland of a lizard is removed (light causes the pineal gland to produce melatonin in lizards), it continues to produce this hormone rhythmically in response to light for up to 10 days. This therefore illustrates how the pineal gland is sensitive to light and that this directly affects melatonin production.  It also highlights the importance of exogenous zeitgebers in regulating the circadian rhythm as light was clearly influential. However, it is important to check any animal findings against research with humans…
· Smith-Magenis syndrome
Further support for the pineal gland and melatonin is the inherited disorder Smith-Magenis syndrome. Affected people may be very sleepy during the day, but have trouble falling asleep and awaken several times each night, due to an inverted circadian rhythm of melatonin. The syndrome illustrates the crucial role of melatonin in regulating the circadian rhythm (exogenous zeitgeber) and symptoms are often alleviated with melatonin supplements.  However, it does show the downside of a biologically-determined system because when it fails, it can cause a multitude of problems. 
Nevertheless, the evolutionary approach argues that biological rhythms have adaptive value. For instance, allowing the animal to anticipate daily environmental events, such as predator threats. Endogenous pacemakers may therefore have been fully advantageous to primates, but today they can sometimes be maladaptive for modern humans. For instance, when travelling across time-zones jet lag can lead to fatigue and health issues. 
Folkard observed a woman for 25 days living in a cave. He found that her temperature rhythm was a 24 hour one, but the sleep rhythm was a 30 hour one. Therefore, this implies that body’s separate oscillators can desynchronise which can lead to symptoms comparable to jet lag.
· EXOGENOUS ZEITGEBERS
The process of resetting the biological clock with exogenous zeitgebers is known as entrainment. The opposite of entrainment is known as ‘free-running’ – where the biological clock operates in the absence of any exogenous cues. Light is the dominant zeitgeber in humans as it has the ability to reset the suprachiasmatic nucleus (SCN) which is an endogenous pacemaker. Research has found that it also has the ability to reset other oscillators located throughout the body because the protein CRY (crypotchrome) is light-sensitive, which is part of the protein-clock. This may explain why some research has found that circadian rhythms shift if you shine light behind the knees. 
Research has shown that in general, artificial lighting does have an effect. For example, Boivin et al (1996) found that circadian rhythms can be entrained by ordinary dim lighting, though bright light was more effective. If dim lighting does reset the biological clock then there are negative consequences if we live in an artificially-lit world. – Pheromones!!!
Other exogenous zeitgebers include social cues. Although light is believed to be the dominant zeitgeber, it is now understood that all parts of the body produce their own oscillating rhythms which are not primarily set by light. For instance, the zeitgeber for cells in the liver and heart is likely to be mealtimes because they are reset by eating. This illustrates the importance of acknowledging numerous zeitgebers as responsible for regulating circadian rhythms.
Furthermore, biological rhythms can also be entrained by temperature. Some researchers have even found that in the absence of light, temperature may be the dominant zeitgeber. Temperature as an exogenous zeitgeber can be witnessed in the onset of hibernation and the changing in colours of leaves.
· CONSEQUENCES OF DISRUPTING BIOLOGICAL RHYTHMS
The two most common examples of the disruption of biological rhythms and the resultant desynchronisation are shift work and aeroplane travel – resulting in shift lag and jet lag. Night workers are required to be alert at night so must sleep during the day, which is the reverse of our natural rhythms and out of line with most available cues from zeitgebers. This creates a mismatch or desynchronisation between the body rhythms of arousal and the zeitgebers of activity levels. Such work schedules also do not allow enough adjustment time for body rhythms to catch up with (become ‘entrained’ by) new activity levels. Furthermore, there is a delay in catching up (entrainment) of biological rhythms by shortening rather than lengthening the day. This has its disadvantages because it increases the chances of accidents occurring due to human error, even when other factors such as night-time supervision levels are taken into consideration. Boivin et al demonstrated that night workers often experience a circadian ‘trough’ of decreased alertness during their shifts. This occurs between midnight, when cortisol levels are lowest, and 4.00am, when core body temperature is at its lowest. Furthermore, shift workers experience problems  
 However, shift work effects are not just due to the disruption of biological rhythms. They may be due to the lack of sleep associated with having to go to bed at unusual times. Other factors include social disruption; it is difficult to meet friends and spend time with family when working on shift.
Nevertheless, our society cannot function without night working (and hence shift lag) and jet travel (and hence jet lag) so we need to understand the consequences in order to find ways to deal with such disruptions of biological rhythms. 
· Czeisler et al (1982) – shift lag
 Czeisler et al studied a group of industrial workers who were following such as shift pattern and their suggestion that they moved clockwise in shifts (phase delay schedule) on a three week rather than one week basis led to better worker health and morale, as well as higher productivity levels. The evidence suggests that forward-rotating shifts may be easier on the body and less damaging to worker health. 
Rapid air travel across time zones can produce jet lag – general disorientation and symptoms similar to that of shift lag including insomnia and exhaustion. Jet lag results from desynchronisation between the body rhythms of the old time zone, stored in the body clock you take with you, and he zeitgebers of the new time zone, such as human activity levels (mealtimes ect.) and light levels. It is believed to be harder to adjust if the zeitgebers shorten the day and the circadian cycle – causing a phase advance. This explains why rapid travel from the west to the east across many time zones tends to produce 
Most of the studies carried out are lab experiments so there is the issue of demand characteristics and whether the same results would apply in real life situations. Boivin and James used intermittent bright light in a field study of nurses, which confirmed the effectiveness of bright lighting to promote circadian rhythms. Therefore, this evidence shows that what was found in the lab experiments was true so it can be applied to real life cases.
There is another positive application for discovering about shift work and shift lag. Herxheimer and Petrie looked at 10 studies and found that where melatonin was taken near to bedtime it was remarkably effective. Consequently demonstrating that these effects do exist but they are treatable. However, there are individual differences to take into account when generalising results from different people, as well as volunteer bias in the sample.

Fuller found that a period of fasting followed by eating on the new time schedule should help entrain biological rhythms. This is likely to be because some of our body clocks are reset by food intake. As a result of this, the results found from this research can be applied to real life making this research reliable and useful.

· FUNCTION OF SLEEP: EVOLUTIONARY EXPLANATION
Evolutionary psychologists have argued that sleep must be adaptive; otherwise animals would not sleep considering the substantial costs, for instance sleeping instead of gathering food. The ecological approach is based on observations of animals in their natural environment. Some psychologists have argued that sleep is required for energy conservation. Warm-blooded animals (mammals), such as humans need to expend a lot of energy to maintain a constant body temperature. This is particularly problematic for small animals with high metabolic rates, such as mice (metabolism refers to the chemical processes taking place in the body).  
· Zepelin and Rechshafften 
 This viewpoint is supported by evidence from Zepelin and Rechshafften who compared sleep habits across different species. They found that smaller animals, with higher metabolic rates slept more than larger animals.  This supports the view that energy conservation might be the main reason for sleep.   However, there are many exceptions such as sloths, which are very large yet sleep for 20 hours, suggesting that the purpose of sleep is not entirely to conserve energy and other factors should be investigated.
All activities use energy and animals with high metabolic rates use even more energy. The hibernation theory suggests that sleep serves the purpose of providing a period of reinforced inactivity (therefore use less energy) much as hibernation is a means of conserving energy.  
However, others believe that the time spent sleeping is constrained by foraging requirements. For instance, herbivores that consume foods low in nutrients (plants) tend to spend more time eating and gathering food, so cannot ‘afford’ to spend time sleeping. On the other hand, carnivores who eat food high in nutrients (meat; protein) do not eat continuously they can afford to rest and conserve energy. 
A further likelihood is that sleep is constrained by predation risk. If an animal is a predator, then it can sleep for longer, whereas for prey species, their sleep time is reduced as they must remain vigilant to avoid predators. 
 This is supported by Alison and Cicchetti who found that species who had a higher risk of predation did sleep less, though again there were exceptions, such as rabbits who had a very high danger rating, yet slept as much as moles who had a much higher danger rating. 
· Capellini et al
 On the other hand, recent research by Capellini et al suggests that energy conservation hypothesis may be wrong, whereas the foraging and predator avoidance explanations are right.  They found a negative correlation between metabolic rate and sleep which doesn’t support the energy conservation hypothesis. 
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UNIT 3
Eating behaviour



· ATTITUDES TO FOOD AND EATING BEHAVIOUR
One attitude to food is that of the social learning theory (SLT), where behaviours are learnt by seeing others being rewarded or punished. Children observe the attitudes of their parents and learn to incorporate those attitudes into their own way of thinking; this is known as parental modelling. The model is reinforced by the fact that the child must rely on the food the parent provides. However, it is not only the parent’s choice of food purchased, but also their parent’s eating motivations and their body dissatisfaction that influences a child’s attitude to eating. 
 There is a great deal of research supporting the SLT. A supporting study by Meyer et al found a significant positive correlation between peer influence and eating disorders in 10-12 year olds. He argued that ‘likability’ by peers was considered the most important factor in the relationship. However, this might be too simplistic an evaluation when looking at the complexity of eating disorders in young children; for instance, the researcher has ignored the impact of home life which inevitably impacts the prospect of developing an eating disorder. 
 However, the role of SLT is also supported by Birch and Fisher, who found that the best predictors of a daughter’s eating behaviour were the mothers own dietary restraints.  However, the study has a limitation as it has been conducted on single mothers and their daughters.  This is problematic because one parent families can build intense relationships with their children, which is different from that of two parent families.  Consequently, the study has low population validity as the sample is unrepresentative and this makes it difficult to make general statements about the whole population.  On the other hand, Brown and Ogden found a consistent correlation between parents and children in terms of snack food intake, eating motivations and body dissatisfaction suggesting that it is not only the food our parents provide us but their attitudes towards the food we eat that we observe and imitate.
The SLT also argues that the media has a great influence on our attitudes to food. This in part may be due to people wanting to conform to society; normative social influence (the need to be liked) or informative social influence (the need to be right). The media has been able to influence our eating patterns with negative advertising, as well as positive health campaigns put out by the government.
Macintyre supported this claim and found that the media has a huge influence on what people eat and their attitudes to certain food.  However this may be limited at the power the media has on increasing health issues as a concern for food choices. For example, campaigns promoting healthy eating and diets low in salt and fat may be limited by finances and social statuses. Many researchers have found that food choices come down to other circumstances such as age, gender, income ect; therefore, people learn about healthy eating from the media but must apply to it to their lives so that it suits their own circumstances.
 The social theory, however, takes a rather reductionist viewpoint. It fails to address important factors such as evolutionary explanations, which suggest that our desire for fatty and sweet food is a result of evolved adaptation from our ancestors.  Furthermore, it also fails to take into account other biological or cognitive models on eating behaviours.
 Much research towards eating behaviour has focussed on body dissatisfaction. Cultural influences are a major factor that contributes to attitudes towards eating behaviour. Research finds that body dissatisfaction and eating disorders are more common on white women compared to white or black women. 
· Mumford et al (bulimia high in Asian schoolgirls), Moore et al (black girls) and Rozin (Australia) – 14000 18-23 year olds. 
 However, there is not a great deal of reliability in these findings as other studies have found the exact opposite. For instance, Mumford et al found that cases of bulimia were higher amongst Asian schoolgirls that amongst white schoolgirls and Moore et al found more evidence for a ‘drive for thinness’ among black girls than white girls. This suggests that there is a great deal of variation from person to person and perhaps culture can’t be greatly generalised. However, Ball and Kennedy conducted a study of over 14000 women between the ages of 18-23. They found that for all ethnic groups in the study, the longer they had been in Australia, the closer their eating behaviour was to someone born in Australia. The study seems to suggest that cultural attitudes can have an influence over eating behaviour. In conclusion, Rozin et al found substantial cultural differences in all areas about eating behaviour except for the importance of diet for health. 
Mood is another important factor which can change our attitudes to good, for example feeling sad or bored can have an effect on what, and how often we eat. Research has shown that people’s eating behaviours change in response to mood regardless of their weight or whether they have an eating disorder or not. For instance, several researchers have found that people eat less as a response to stress. – (difference in gender !!) (beta-biased)!!
· Garg et al - mood
 Garg et al, however claimed that people who feed ‘sad or depressed’ may want to ‘jolt themselves out of the dumps’ and are more likely to go for food that gives them a sudden rush of euphoria, whereas happy people want to extend their good mood and therefore choose healthy food. However, a limitation of this study is low population validity, and furthermore as the mood change was created by watching a film it is hard to generalise this temporary change of mood to someone who is going through severe emotional stress.
 One of the key limitations of all this research evidence is the problem of generalisability. The studies all mentioned previously come from a variety of groups, some of which are clinical i.e. those diagnosed with an eating disorder, some with sub-clinical conditions and the others which represent the non-clinical population, who only experience short periods of stress- example of comfort eaters. This puts a great deal of strain on the ability that we can generalise from one group to the other and as a consequence of this the ability to offer a universal understanding of factors in eating behaviours. 


· EXPLANATIONS FOR THE FAILURE OF SUCCESS OF DIETING
The need to diet can be regarded as an attempt to modify the body size and shape to fit in with perceived cultural ideas. There are 3 basic forms of dieting that have been identified. They are; restricting the total amount of food eaten, refraining from eating certain types of food and avoiding eating for a long period of time. For many, dieting only leads to short-term weight loss, with it being unsuccessful in the long-term. One explanation that seeks to explain why dieting may prove unsuccessful for many is the restraint theory. This theory was put forward by Herman and Mack who suggested that the cognitive restriction of food intake often increases the probability of overeating.
 Many researchers have found evidence to show that dieting can often lead to overeating. Wardle and Beales conducted research that illustrated this relationship and supports the restraint theory. They randomly assigned 27 obese women to a diet group (restrained eating patterns), an exercise group or non-treatment group for 7 weeks. Participants were assessed at weeks 4 and 6. At week 4, the experimenters assessed food intake and appetite before and after a ‘preload’ which consisted of a small snack. At week 6 the participants were assessed in terms of food intake under stressful conditions. It was found that the women in the diet condition ate more in both week 4 and 6 than the women in the other two groups.  This research provides evidence that dieting can actually result in overeating.  It could be argued, however, that there was a lack of control over certain variables in this study, such as whether the women in the diet condition restricted their food intake as instructed in the interim, between assessments.  The study could also be criticised in terms of the sample, which is fairly limited in that the experimenters used only women and only those that were considered obese; a more representative sample could have been obtained.

 The boundary model (Herman and Polivy) sought to explain this restraint theory in more detail. They proposed that dieters have a much larger range between hunger and satiety than a normal eater and so it takes them longer to feel hungry and they require more food to feel satisfied, therefore resulting in overeating.  However, some have criticised this restraint theory in failing to explain why anorexics manage to starve themselves when exercising excessive restraint.

 On the other hand, other cognitive psychologists have proposed that ‘denial’ plays a large role in
explaining why so many diets often fail. They claim that when we try to suppress certain thoughts, they often tend to become more prominent. Wegner proposed the theory of ironic processes of mental control to explain this phenomenon. Dieters will typically restrict their food intake or avoid certain foods, which results in denial as they attempt to suppress any thoughts that relate to foods they are avoiding. However, by suppressing these thoughts, they become more preoccupied with them and they become more attractive to the dieter.  Research evidence which provides support to this theory was conducted by Soetens et al. Participants were split up into restrained and unrestrained eaters and then again in terms of high or low disinhibition. It was found that the disinhibited restrained group (those who would try to eat less but would often overeat) used more thought suppression compared to the other groups and thought more about food afterwards.  This therefore provides evidence that those that try to restrict their eating and who have a tendency to overeat will try to suppress any thoughts relating to ‘forbidden’ foods, however they will be more likely to think more about these foods as a result.  Despite the fact that this research offers support for the theory of ironic processes of mental control, the ‘ironic effects’ observed in other research studies have not been significant, albeit they have been detected on some level.

In terms of explaining instances where dieting has proven successful, the reasons may lie in the extent to which we pay attention to what we are eating. Dieters will often tend to eat the same foods, which can result in boredom and may consequently make the diet harder to stick to. Redden argues that to overcome this dieters must focus on the specific details of their meal, thus making it more appealing.  Redden provided evidence to support his theory. When participants were presented with the specific flavour details relating to a series of jelly beans they were asked to eat, as opposed to just general information, participants enjoyed the task more and were slower in eating the jelly beans.  This therefore suggests that if dieters are more enthused and invest more effort and time into thinking about the food they’re eating, then they are more likely to stick to the diet in the long term.
 The problem with much of the research in this area is that it often relies on anecdotal evidence, that is, personal accounts given by individuals, which can be subject to inaccuracies as individuals rely on their memories.  Also, the assessment of the success or failure of dieting is not always conducted objectively, which then affects the reliability of the research evidence.

 Furthermore, we must also take into account cultural differences in obesity as some cultures e.g. Asian adults, have been found to be more prone to obesity than Europeans. We must also consider the role of genetics in influencing one’s weight, which may make it more difficult for some to keep the weight off once they have lost – reductionist!

· NEURAL MECHANISMS IN EATING AND SATIATION 

Eating behaviour seems to have a strong biological basis; feeling hungry is one of the basic biological drives that cause us to eat and stay alive. The biological approach focuses on hunger, satiety and the role of neurochemicals in determining when and how much we eat. Hunger is generally regarded as a state that follows food deprivation and reflects a motivation to eat. It also reflects a more conscious state, leading to a desire to eat. Satiety is considered to be the desire to terminate further food intake, after completing a satisfying meal. In humans a number of factors may be involved in limiting food consumption including high levels of glucose in the bloodstream.
The dual centre theory of eating behaviour suggests that our body weight is regulated around a “set point”. Homeostasis mechanisms ensure that we alter our appetite (whether we feel hungry or not) and our metabolism (how much fat we burn or store) to help us keep close to that set point. The hypothalamus is the main area of the brain that regulates eating. The ventromedial hypothalamus (VMH) decreases our appetite and gives us feelings of satiety (fullness), while the lateral hypothalamus (LH) controls when we feel hungry and our urge to eat. Various hormones are involved which stimulate either the VMH or LH into action. Low glucose in the blood will signal the LH to make us feel hungry. Furthermore, the stomach releases a hormone called Ghrelin when it is empty – high levels of Ghrelin also stimulate the LH. Alternatively, when glucose levels are high and Ghrelin levels are low (due to the stomach being full), the VMH is stimulated to make us feel full. 
 There is substantial scientific evidence to support the role of the hypothalamus in eating behaviour. For instance case studies have shown that patients with tumours in the hypothalamus often become obese, presumably preventing signals from the VMH to ‘tell us’ we are full.  Furthermore, Hoebel et al found that damage to the LH causes loss of appetite and self-starvation, supporting the role of the hypothalamus in regulating hunger and identifying the LH as a possible cause for anorexia nervosa (AN).  However we have to be careful in drawing conclusions from case studies as the sample size is too small (low population validity), which makes it unrepresentative and difficult to generalise. Also with regards to LH and anorexia we cannot assume a causal link as self-starvation could have caused the damage to the LH. However, experiments with animals can provide us with a causal link between the hypothalamus and eating.  Supporting evidence from Anand at Brubeck (1951) showed that lesions in the LH of rats led to loss of feeding and aphagia (failure to eat when hungry).   Research has also shown that stimulation of the LH in rats produces feeding and lesions to the VMH in rats leads to obesity.  The evidence supports the role of the hypothalamus in regulating hunger and provides a clear causal link.  However, while this is good scientific evidence we do have to be careful in extrapolating findings from research on non-human animals to humans.  Many would argue that human eating behaviour is influenced a lot by non-biological factors such as culture, social factors such as meal times, health concerns and mood.  Additionally, Gold found that lesions restricted to the VHM alone did not result in hyperphagia and only produced overeating when they were included other areas such as the paraventricular nucleus (PVN).  However, subsequent research has failed to replicate Gold’s findings making them unreliable.
 Cummings et al have provided support for the role of Ghrelin. The Ghrelin levels of six male participants were monitored every 5 minutes between their mid-day meal and when they requested their evening meal. Participants also assessed their hunger levels every 30 minutes.  The researchers found that Ghrelin levels fell after eating lunch, where they were lowest after 70 minutes and then started to rise, peaking at the time they requested their evening meal.  These findings support the role of Ghrelin as an appetite signal.  However critics have claimed that the sample size was small and also all male (androcentric) so we should be careful in generalising the findings to the population as a whole and females in particular as there are physiological (hormonal) differences between the genders which may have an effect on hunger signals. 
Body weight and therefore eating will also be controlled by the amount of body fat which is stored in specialist cells known as adipocytes. Adipocytes release the hormone leptin – the more ‘fat’ stored in the body the more leptin is released into the bloodstream. The presence of high leptin levels also stimulates the hypothalamus to reduce food intake – so leptin acts as a satiety signal. Evidence for the role of leptin in eating comes from genetically obese mice that are crucially missing the gene that produces leptin. Injections of Leptin stop these mice over eating. However the story is more complicated as the majority of obese people do not have low levels of leptin (as you would expect if the theory was correct) in their blood stream, in fact they have normal or even high levels of leptin. It could be, however, that obese people have brain mechanisms which are insensitive to leptin, and therefore increases in Leptin will not trigger feelings of satiety.

 In conclusion research suggests that biological mechanisms undoubtedly play a part in controlling
eating behaviour.  However these mechanisms are complex and interplay of various systems within
the body seem to be involved in our motivation to eat or not.  However just taking a biological view on eating behaviour is reductionist as it ignores the psychological, cultural and social factors that influence our eating behaviour.  A lot of the evidence for the biological mechanisms does come from experiments on animals and, as mentioned earlier – we need to be careful extrapolating the findings as there is likely to be subtle differences between human and non-human animal eating behaviour.
 However our knowledge of biological mechanisms of eating behaviour is crucial in not only helping us understand normal eating patterns, but it is also being applied to help understand and treat people who have disordered patterns of eating.

· EVOLUTIONARY EXPLANATIONS FOR FOOD PREFERENCE 
Evolutionary theory proposes that food preferences have developed as a result of natural selection, helping our ancestors to survive in the environmental conditions. It suggests that our digestive system has been evolved to break down necessary foodstuffs into nutrients so they are absorbed into the bloodstream and metabolised.
Most evolutionary adaptations are thought to have occurred in the Pleistocene Era (between 10,000 and 2 million years ago.) In this environment food was only periodically available therefore had a preference for energy rich, fatty foods. This could be why people overeat and become fat today. However, this argument is flawed as it does not explain why evolution is not occurring as rapidly today. In Western cultures there is no longer a hunter-gatherer culture so we should be seeing a move away from fatty food preferences which cause health problems such as heart disease. It is also has social implications as it removes personal responsibility from overeating and could be used as an excuse for obesity.
One example of a rich, fatty food which provides a feeling of satiety is meat, which also has high protein content. The preference for meat is backed up by biological features of the human body. Despite vegetarians refusing to eat meat for ethical reasons, the human digestive system is evolved to eat meat. The gastrointestinal tract is about 40% smaller in humans than other similar-sized primates such as chimpanzees. This is successful in the digestion and absorption of protein. Fossil evidence on changes to our digestive system does support the hypothesis, however there is a limited amount with large gaps in the records and therefore conclusions are speculative. This shows the disadvantage of retrospective research; it is impossible to go back in time and therefore the research always makes assumptions. Some anthropological evidence also suggests that our ancestors were never vegetarian; therefore the difference in the size of the intestine would be natural or designed rather than evolutionary.

Evolutionary psychologists also suggest that we have evolved to avoid poisonous foods. This explains why many people have a sweet tooth; sweet-tasting foods are both indicative of high calorie contents and are rarely poisonous making them a safe bet evolutionarily. In contrast bitter tastes are often poisonous. Humans have 27 bitter taste receptors and only 2 sweet ones suggesting they are more sensitive to bitter-tastes. Menella observed that children reject bitter tastes such as medicine and broccoli as they are ‘hard-wired’ by evolution.  However the sensitivity for bitter tastes decreases with age, this could be as learned processes overtake innate ones.

Salt is essential to survival as it prevents dehydration and is often a popular taste. Carnivorous animals such as lions do not crave salt as it is in plentiful supply in raw meat however herbivores such as deer do as their grazing foods are low in salt.  This is conflicting as it doesn’t explain why salt cravings have remained high despite humans eating meat.

 However it is supported by a study by Dudley et al (2008) which found that ants that lived 60 miles inland areas preferred a 1% salt solution to a sugary one (despite it being 10 times more concentrated.) Carnivorous ants did not display this difference as they obtained sufficient salt from their pray. Researchers have applied this to humans suggesting salt preferences help to maintain competitiveness however today it is often eaten in excess despite it leading to health risks such as high blood pressure.  Despite evolutionary psychologists arguing that we are genetically very similar to animals care should be taken in extrapolating these findings as humans have other factors on them such as health concerns and cultural influence (taking account of the nurture side of the nature-nurture debate.)

 Overall, the approach is successful as it is backed up by scientific evidence.  Unfortunately too many assumptions have been made and the approach very deterministic as it ignores individual differences. For instance, not all people favour sweet tastes and some people dislike meat.  This means that the influence of free will is ignored; people have the ability to choose whether or not they like a food.  The theory is supported by popular fast-food restaurants which do reflect a preference for fatty food and salt.  However, the products of these restaurants are considered unhealthy which conflicts with the premise that evolution ensures survival of the fittest.
Reductionist – does not consider attitudes to food…Cultural differences. – CHILLI (popular spice but goes against the evolutionary approach. 

· SOCIOCULTURAL FACTORS FOR ANOREXIA NERVOSA

The psychological explanations focus on cognitive and socio-cultural factors. Psychologists have suggested that these factors may influence an individual’s vulnerability to developing Anorexia Nervosa. The Western culture has appeared to have an obsession with food. This combined with the need to lose weight has led to the emergence of disorders associated with food and eating. The Western standards of attractiveness are an important contributory factor to the development of Anorexia Nervosa. In such a culture, a thin figure is seen to be more attractive than a larger figure. Various studies have reported that many teenagers, especially girls, are dissatisfied with their weight and have a distorted view of their body image.  This claim has been supported by Gregory et al (2000), who found that 16 per cent of 15 to 18 year old girls in the United Kingdom were ‘currently on a diet’. This is a significant percentage considering the fact that individuals start dieting at different times. Consequently, we should expect the number of girls who have dieted at least once in their life to be much greater. This illustrates the need to fit in with perceived cultural ideas, by distorting their body image through eating.
Furthermore, the media has also appeared to contribute to the high incidences of Anorexia. This may be due to the frequent exposure to Western entertainment, such as soap operas, magazine images and fashion shows, which reveal this ‘ideal’ slim figure. This often portrays the message that ‘thin is better’ due to the large amount of attention the models receive for their body image. Girls will internalise this fact and develop an obsession with losing weight. The outcome expectancies the media portray may encourage the individual to succeed in controlling their food intake and losing weight, leading to eating disorders such as Anorexia. In addition, advertisements concerning losing weight and calories have become more frequent, which gives out the message that the desire to become slim amongst women is commonplace, hence giving women social pressure to distort their body image.
 Many would argue that research into media and eating behaviours has focused on women, which creates gender bias in the findings. However, the media industry tends to portray women more frequently than men in such a way, for instance, in fashion show events and magazine images. This would inevitably affect women more as they compare their own body image to that of thin models – however we should not ignore the difference (beta-bias) as 25 per cent of those with eating disorders are male so it is not primarily a female issue. 
However, this positive reinforcement is not only evident in the media, but also at home. For instance, mothers will praise daughters for losing weight, which reinforces their behaviour, so are likely to repeat it. Groesz et al conducted a meta-analysis of 25 studies and found that body dissatisfaction positively correlated with exposure to the media, which is suggestive of a relationship between the co-variables.  However, many people may criticise the study as we cannot establish cause and effect from the findings because the researcher has dismissed confounding variables such as home life which would have an inevitable influence.  However, Becker et al found that eating disorders were absent in Fiji (an island where a large body size is more desirable), until the introduction of television, which is suggestive of a direct, causal link. Yamamiya argued that the effect of TV in Fiji can be ignored if information is given prior to watching the content. However, Hoek et al, found the incidences of AN in Curacao (a place where it is acceptable to be overweight) are within the range of those in the West, therefore the evidence appears to be inconclusive, suggesting that media may not be the primary factor.
 It may be argued that the Western culture is an individualist one and throughout our upbringing, we have had more freedom in our thoughts and behaviour than those living in collectivist cultures that have a ‘collectivist mind-set’. Living in an individualist society makes us more likely to develop the need to seek acceptance and follow social norms than those who live in western countries are therefore more likely to do things which increase their public acceptance, including restricting their food intake to achieve a ‘more desired’ slim figure.  This has been evident in research investigating the effect of peer influence in dieting in the Western world. Individuals are more likely to diet if their friends do in order to avoid teasing. The evidence also suggests that overweight girls and underweight boys are more likely to be teased, although this gender difference does not emerge until adolescence. On the other hand, other studies have failed to find a significant relationship between peer influence and AN, making the study unreliable.
 Other cultures do not appear to place the same value on thinness as an ideal for women. A meta-analysis found that the incidence of AN in non-Western cultures and in black populations in Western cultures is much lower than in white, Western populations.  This suggests that culture has the potential to influence an individual’s prospect of developing AN.  However, there are methodological limitations in meta-analysis studies as the researcher may select specific studies to alter their findings in their favour, hence creating bias in the study example.  Furthermore, the individual studies may lack internal validity, which may consequently affect their external validity.  In addition questioning those with AN may prove to be unreliable, as they do not have a healthy mind-set, due to malnutrition, thus may not provide accurate responses.  It is also unethical when asking such vulnerable individuals for fully informed consent. 
In many non-Western cultures, there are more positive attitudes towards large body sizes, which are associated with attractiveness, fertility and nurturance.  However, not all studies have found differences in the incidence of AN between black and white groups and the stereotypical view that white populations have a higher incidence of AN than black populations appears to be true only in older adolescence.
Many have questioned the reductionist nature of this approach and have argued that developing Anorexia is not solely the outcome of our culture and we must consider other factors such as genetics. For instance, not everyone in the West has developed AN, therefore there it may be a better alternative to take an interactionist approach –nature interacts with nurture (e.g. culture) which would provide a better understanding as it can explain individual differences.
· PSYCHOLOGICAL FACTORS FOR ANOREXIA NERVOSA
 Others claim that AN is the outcome of early childhood experiences. Bruch (1973) distinguished between effective parents who respond appropriately to their child’s needs (e.g. feeding them when hungry) and ineffective parents who fail to respond to their child’s internal needs. However, it has been criticised that the parents involved in the study claimed to ‘anticipate’ their children’s needs, rather than letting them ‘feel’ hungry.
If a child cries because they are anxious, an ineffective parent may feed them, or conversely, may comfort them when they are hungry. Children of ineffective parents may grow up confused about their internal needs, becoming overly reliant on their parents.
Adolescence increases a desire to establish autonomy, but adolescents are often unable to do so, feeling that they do not own their bodies. To overcome this sense of helplessness they can take excessive control over their body shape and size by developing abnormal eating habits. This ineffective parenting causes psychological harm to the individual. The ID will be in conflict with the superego, and as a consequence the individual employs self-defence mechanisms to suppress these issues. The negative thoughts will emerge in adolescence when food is used as a way to take control of your life. Minuchin et al believe that it is an attempt to divert attention away from other family problems. The psychodynamic theory indicates that the events we experience in early childhood can determine our emotional wellbeing in the future. This is supported by Bowlby’s continuity hypothesis; early insecure attachments can lead to emotional difficulties in later life.
Many would argue that the psychodynamic explanation is deterministic, as our behaviour is determined by our childhood experiences, and thus we possess no free will. Freud’s theory may also appear to be outdated, therefore lacking historical validity, which makes it problematic to generalise the findings to modern life. It is also difficult to prove or disprove the abstract concept of the unconscious mind.
Personality traits such as perfectionism (e.g. concern for mistakes) and impulsiveness may also lead to AN. Perfectionism is often found in individuals with eating disorders. Research findings suggest that higher levels of perfectionism appear in girls than boys. This may explain the higher incidences of AN amongst girls. Furthermore, it has been argued that individuals with AN act more impulsively than they self-report. A study compared a control group with AN patients and found that the latter responded quickly (but accurately) to a performance task, indicating behavioural impulsiveness, despite their low self-reported impulsiveness. However, critics may question the reliability of such studies, as their personality may be the outcome of starvation. Furthermore, using clinically diagnosed samples represents a biased view of the relationship between personality and disordered eating. There are ethical issues in eating behaviour studies, as researchers are increasingly turning to internet communities as a rich source of quantitative data. Researchers must consider privacy, informed consent and the protection of confidentiality. Also, such communities are likely to attract those concerned with their eating behaviours, thus making the participant sample biased.
Another common criticism of psychological approaches is that they take a nomothetic approach by studying large populations and seeking to make generalisations about AN. Many have claimed that it is more appropriate to take an idiographic approach by studying individuals and identifying separate causes for each person rather than making generalisation. This could would have advantageous implications in treating AN as the individual’s unique experiences and factors are investigated. It would also help us pinpoint the major risk factors involved in developing AN and provide support to those most at risk/set up prevention strategies to inhibit the onset of AN.

· BIOLOGICAL EXPLANATIONS FOR ANOREXIA NERVOSA 

The neural explanation for Anorexia nervosa (AN) focuses on neurotransmitter imbalance and neurodevelopment. A neurotransmitter is a chemical messenger which transmits nerve   impulses across a synapse. For example, low levels of some neurotransmitters such as serotonin and noradrenalin are found in acutely ill anorexia and bulimia sufferers. Bailer e al compared serotonin activity in women recovering from restricting-type anorexia and binge-eating type with healthy controls. They found significantly higher serotonin activity in women recovering from the binge-eating/purging type. In addition they found the highest level of serotonin in women who showed the most anxiety, suggesting that increased anxiety may trigger AN. However, others have argued that serotonin is associated with suppression of appetite and mood, therefore high levels are inevitably common in those suffering from AN – we may not have the ability to establish cause and effect between serotonin levels and AN.

Furthermore, a problem with this explanation is that SSRIs which alter the levels of available brain serotonin are ineffective when used with AN patients. If AN patients possess high levels of serotonin neurotransmitter, SSRIs should restore the levels back to normal and the AN symptoms would not persist. However, Kaye et al found that when used with recovering AN patients, these antidepressant drugs were ineffective in preventing relapse. The failure of SSRIs suggests that serotonin cannot be responsible for AN symptoms. However, others have argued that malnutrition-related changes in serotonin function may negate the action of SSRIs which explains the prior ineffectiveness of SSRIs. 

In addition to serotonin, recent research suggests a role for dopamine in AN. This evidence stems from PET scans which compared dopamine activity in the brains of 10 women recovering from AN and 12 healthy women. In the AN women researchers found over-activity in dopamine receptors in a part of the brain known as the basal ganglia, where dopamine plays a part in the interpretations of harm and pleasure. Increased dopamine activity in this area appears to alter the way people interpret rewards. Individuals with AN find it difficult to associate good feelings with the things most people find pleasurable, thus suggesting a direct-causal link between dopamine and AN. Supporting evidence comes from research on adolescent girls with AN, who had higher levels of homovanallic acid (a waste product of dopamine) than a control group. However, sceptics have claimed that experimenting on adolescents is not reliable, due to hormonal and neurochemical changes occurring at that period.  This makes it problematic to generalise the findings to other sections of the society due to an unrepresentative sample (low population validity). This makes it difficult to make universal statements about AN. 

 Furthermore, it has been suggested that the research into AN appears to be gender (beta) biased as the researchers have ignored the difference between men and women by generalising the findings, and thus creating an unbalanced view of the world. This is because 25 per cent of adults with AN are men so it is not primarily a female dilemma. In addition, some research has investigated anxiety levels as an outcome of AN. However, research has found that men and women respond to stress in different ways; women have more social support therefore will ‘tend and befriend’ whereas males are more likely to initiate the ‘fight or flight’ response. Another limitation of research into AN is that it is not clear whether the imbalance of neurotransmitter levels causes the onset of AN, or whether AN results in the distortion of these neurochemical levels. A longitudinal study investigating neurotransmitter levels and the development of AN would be favoured by psychologists, however it may create biased findings due to attrition which results in an unrepresentative sample. Alternatively, psychologists could alter the balance of neurotransmitters in individuals. However, this is highly unethical as it could cause permanent damage to the individual’s biochemistry.

The biological approach has been heavily criticised for its reductionist and deterministic nature. The approach suggests that out behaviour is determined by neurochemical factors, therefore neglecting the role of free will (choice). Furthermore, it attempts to make simplistic correlations between AN and neurochemical levels, therefore reducing a complex phenomenon into a simple correlation. It has been argued that a wide range of factors influence the onset of AN – such as personality, media and other factors. Sceptics of the approach have argued that it is more beneficial to take an interactionist approach – i.e. nature (biology) interacts with nurture (environment) which would provide us with a better understanding of AN.  Another common criticism of biological approaches is that they take a nomothetic approach by studying large populations and seeking to make generalisations about AN. Many have claimed that it is more appropriate to take an idiographic approach by studying individuals and identifying separate causes for each person rather than making generalisation. This could would have advantageous implications in treating AN as the individual’s unique experiences and factors are investigated. It would also help us pinpoint the major risk factors involved in developing AN and provide support to those most at risk/set up prevention strategies to inhibit the onset of AN. 


